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ABSTRACT 

Aim of the Study: The extensive use of digital communication in Open and 

Distance Learning (ODL) is generating a huge volume of academic transactions. 

This occurs through online platforms such as the Learning Management System 

(LMS) and Student Information System (SIS). The goldmine LMS and SIS 

transactions emphasized the need to convert this data into meaningful knowledge. 

The aim of the current study is to apply machine learning and analytics to decode 

the digital data generated by LMS and SIS, extracting meaningful knowledge for 

continuous improvement and sustainability in educational processes. 

Methodology: This paper presents a model based on learning analytics and 

machine learning to predict the academic performance of students enrolled in a 

course offered at an open university of Pakistan. The researchers’ extracted data 

for two semesters combined it with the best attribute subset and employed eight 

(08) machine learning algorithms by dividing data into four sets.  

Findings: The results of the study validated the predictive ability of machine 

learning on a localized dataset of distant learners of the country’s largest open 

university. Students use digital platforms for communication and learning and 

their usage can be analyzed to decode and predict their performance. The findings 

of the study demonstrate the effective utilization of Artificial Intelligence and 

Machine Learning technologies, effectively overcoming challenges and 

leveraging them to create opportunities. 

Conclusion: It is concluded from the study that students use digital platforms for 

communication and learning, and their usage can be analysed to decode and 

predict their performance. 

Keywords: Distance Education, Learning Analytics, Machine Learning, Student 

Performance Prediction, Sustainable Education. 
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Introduction 

Open and Distance Learning (ODL) is an approach of acquiring education that is independent of physical 

presence, time and distance (Simpson, 2018). It provides a flexible mode of learning where learning can 

be held at any place and at any time at the pace of learners. The flexible mode of distance education is 

making it popular even in the traditional institutes, which have experienced an educational lockdown 

during Covid-19 and thus preparing themselves for such disastrous situations in the future (Dhawan, 

2020; Safdar et al., 2020). The ease of learning from office or home is also attracting more students and 

therefore, the rate of enrolment in distance learning programs is on the rise all over the world and 

especially in the developing countries. Technology has added more value to it by transforming Open and 

Distance Education into Technology Enabled Learning (TEL). The digital phenomena through TEL, 

enable institutes to store the profiles and the preferences of admitted students and record their transaction 

logs in the form of Learning Analytics (LA). 

Learning Analytics is the collection and analysis of data about the learners in a particular educational 

setting with the goal of improving academic standards, learners’ performances, and decision-making 

(Kew & Tasir, 2021). There are three main building blocks of LA i.e. data, analysis and action (Dixit, 

2020). Data refers to the collection of facts and figures such as profiles, actions, and preferences of 

learners. Analysis is the division of complex data into the smaller parts with the objective to closely 

examine and discover the hidden relationship. It helps to shape an opinion and give judgment for 

initiating appropriate actions while taking important decisions. Therefore, LA is the combination of 

Learning (improving knowledge, assessment using technology), Analytics (visualization, data analysis) 

and Learner-Centred Design (usability) that is carried out to investigate the effectiveness of a learning 

environment (Goodell & Thai, 2020; Safdar et al., 2020a). The combination of LA with Machine 

Learning (ML) is an opportunity to optimize analytical tools to discover useful information. 

Machine Learning (ML) is a sub-area of Artificial Intelligence (AI) that processes data by using 

specialized algorithms and inferring knowledge by imitating the human ability of learning and deducing 

(Burgos et al., 2018; Safdar & Khan 2020; Khalid et al., 2023). It can identify the relationship and 

patterns among huge datasets and extract valuable information to predict the performance of students. 

Such model when applied to ODL data will help in adopting the future technology of personalized e-

learning and may become a role model for competitive locations. Following the emerging trends, the 

main objectives of the current study are (1) to propose a machine learning model based on learning 

analytics to predict the academic performance of ODL students enrolled in an open university of Pakistan 

(2) to evaluate the performance of machine learning algorithms with the relative importance of students’ 

attributes. The model may contribute as a next step in the digital transformation of a distance learning 

university in a developing country like Pakistan for sustainable education. 

Problem Statement 

One of the significant issues in ODL is student retention within academic programs. The high enrolment 

in ODL programs makes it challenging to examine and track individual student performance. Since 

COVID, the use of LMS in ODL programs has also increased. Another emerging issue is the rapidly 

growing volume of data generated by SIS and LMS, due to the vast number of educational transactions. 

This study focuses on pre-processing educational data and forecasting ODL learners' performance using 

learning analytics and machine learning approaches. So, the study will provide a mechanism for decoding 

the digital communication of the ODL students with the LMS and SIS for prediction of their performance 

for a sustainable learning environment. 
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Study Objectives 

The objectives of the study are to: 

1. Analyse learning analytics features and general profiles from LMS and SIS. 

2. Pre-process the educational data and find the best attribute subset important for 

performance prediction.  

3. Propose a predictive model using machine learning for selected attributes. 

Background and Related Work 

Learning Analytics is an emerging field in the educational sector that concentrates on collecting and 

analysing extensive datasets with the explicit aim of enhancing academic standards. The experts are of the 

opinion that it will become an integral part of educational systems to evaluate the performance of 

learners. It has been identified as a new wave of development for quality assurance of academic programs 

from the early education to the postgraduate level of studies. It has been adopted by many institutes of 

higher education due to available potential of using technology tools by students, teachers and 

administrators (Charitopoulos et al., 2020). A number of studies have been conducted to address the 

implementation of LA in different regions of the world like Tsai et al. (2020) described the trends and 

barriers of adopting LA in Europe. The study found the teachers and the support staff as more active users 

of LA as compared to the students. Another study emphasized that a significant portion of the research 

conducted in Asia has centred around mitigating student dropout ratio and enhancing learning practices 

(Li et al., 2018). One study has examined the pre-conditions before adopting the LA in Southeast Asia, 

emphasizing that while the use of ICT is prevalent in most institutes, the polices of implementing LA are 

still under process (Rodrigo, 2018). Another study listed the initiatives of LA in Latin America (Cechinel 

et al., 2020). In continuation of these initiatives all over the world, there is a need to take benefit of LA 

potential and apply its methodologies to evaluate the data of distant students. 

The ODL institutes can measure and analyze online transactions of distant learners and improve online 

services with proper academic advice well in time when needed. The huge data sets are generated by e-

learning systems that are used by students to access and complete various learning activities such as 

reading text, listening to multimedia, downloading content, and uploading assignments using a web-based 

system. These activities are managed through a platform called Learning Management System (LMS), 

which uses various technologies, largely on the internet, to help students to participate and communicate 

online. The growing use of LMS has resulted in a significant amount of real-time learning data that stores 

students’ personal data, learning progress, behaviours, and usability preferences and is a source of LA 

data. There is another system that is used by educational institutes to automate registration and admission 

data. This system is called Student Information System (SIS) which is a platform that maintains the 

semester wise information of students from program enrolment history to all grades obtained during the 

academic career. It stripes to manage the entire data to automate the academic and administrative 

processes at one place, easily accessed by students, parents and administration. Both LMS and SIS are the 

sources of data that can be used by LA tools to answer many research questions like the performances of 

individual and a group of students, improvement in courses/programs and the success factors in specific 

regions/areas. Based on customized attributes from LMS and SIS it can help to recommend targeted 

course offerings, curriculum development, student learning outcomes, instructor performance and post-

educational employment options. It has the potential to provide new insight into the learning process, 

allowing for practice that will help students succeed in their studies (Dawson et al., 2019).  

Machine Learning (ML) is a branch of AI that refers to specialized computer programs that learn from 

past experience without external intervention (Burgos et al., 2018). It can be seen as a sister community of 

LA as it can implement techniques that can automatically detect patterns in educational data and predict 

future outcomes. The ML comprises two main approaches supervised learning and unsupervised learning 

based on labelled and unlabelled datasets respectively and a number of studies have been conducted to 
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analyze educational data (Burkov, 2019).  Clustering has been used where labels within educational data 

were unknown (Bharara et al., 2018) to find the important features in a learning domain (Mohamed et al., 

2022). The important algorithms found in cluster analysis of educational data are K-Means algorithm 

(Mohamed et al., 2022) and Partition around Medoids (Navarro & Ger, 2018). Classification is a part of 

the supervised learning technique which assigns predefined labels to incidences based on facts dug out 

from educational data. Regression is another method under supervised learning for predictive modelling 

to predict continuous outcomes on student performance. The important algorithms used are DT, RF, KNN 

and Logistic Regression, (Sousa, et al., 2021).  

After the post Covid era, we have seen a remarkable increase in technology adoption, especially in 

educational institutes resulting in increased educational data which is useless unless converted into the 

meaningful knowledge. We took up the challenges of predicting student performance in one of the largest 

ODL institute of a developing country like Pakistan which is striving hard to adopt technology solutions 

in many fields including the education sector. We aim to analyse an educational dataset of ODL students 

which has been drawn from the central database of the university. The work will add a new dimension of 

research in a localized domain by proposing a predictive model on a hybrid set of features extracted from 

LMS and SIS usage and interaction logs.  

Methodology 

This section describes the proposed model as shown in figure 1. The model comprises of 3-stage 

methodological steps, as described below:  

Figure 1:  Proposed Model Diagram 
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Data Collection and Integration (Dataset) 

Data collection is the first step where the numeric dataset of educational records and transactions was 

collected from LMS and SIS. Thirteen (13) attributes based on literature review were selected and 

availability of data in the central repository as shown in table 1.  

Table 1: Dataset Features 

S.NO. Attribute Description 

1.  Gender A binary attribute that consists of Male or Female.  

2.  Age A numeric attribute. 

3.  Attendance A numeric attribute that consists of attendance marks. In our dataset, its 

range is from 0 to 100. 

4.  Assignment 1 A numeric attribute that consists of marks attained in assignment 1. In 

our dataset range of Assignment is from 0 to 100. 

5.  Assignment 2 A numeric attribute that consists of marks attained in assignment 2. In 

our dataset range of Assignment is from 0 to 100 

6.  Exam A numeric attribute that consists of marks of final examination. In our 

dataset range of Exam is from 0 to 100. 

7.  Total hits A numeric attribute consisting of the total number of sessions on LMS. 

8.  Assignment 

submission 

A numeric attribute consisting of logs of those students who have 

submitted their assignments. 

9.  BBN Meeting 

Joined 

A numeric attribute consisting of logs of those students who have 

attended their online classes. 

10.  Assignment 

Feedback View 

A numeric attribute consisting of logs of those students who have seen 

feedback given by the instructor. 

11.  Grade Report 

View 

A numeric attribute consisting of logs of those students who have seen 

marks of attendance and assignments given by the instructor during the 

semester. 

12.  Area type A binary attribute consists of Semi urban or Urban.  

13.  Final Aggregated 

Marks 

A numeric attribute that consists of 70% of final exam, 30 % of 

assignment marks. In our dataset range of final marks is from 0 to 100. 

The collected data was integrated into a single dataset by matching the primary key (Roll No.) of the 

students in both databases.  

Data Pre-processing and Feature Selection 

Raw data is always deficient and contains uncertain values. It was pre-processed to convert it into an 

understandable format by carrying out the following steps:   

Data Cleaning 

The unwanted and irrelevant attributes were removed from the dataset. The missing values were replaced 

with the null values using imputing techniques implemented by the Jupiter Lab tool. 
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Feature Selection 

The Wrapper method was used to create selection models and identify the best attribute subset. 

Data Transformation 

This step was carried out to normalize the data set for scaling up the attributes. The data was transformed 

into a single dataset for applying the machine learning algorithms. 

Experimentation and Interpretation 

The experiments were carried out on the transformed data by employing machine learning algorithms. 

The dataset was divided into four sets as shown in table 2.  

Table 2: Experiment wise Features 

Experiment Total 

Records 

Features Semester 

1
st
 Experiment 3800 

Records 

SIS (Demographics, Assignment Marks, 

Midterm Marks) 

LMS (Total hits, Online Classes Attended, 

Grade Report View) 

Autumn-2020 

2
nd

 Experiment 3800 

Records 

SIS (Demographics, Assignment Marks, 

Midterm Marks) 

LMS (Total hits, Assignment Submission, 

Assignment Feedback View) 

Autumn-2020 

3
rd

 Experiment 3300 

Records 

SIS (Demographics, Assignment Marks, 

Midterm Marks) 

LMS (Total hits, Online Classes Attended, 

Grade Report View) 

Spring-2020 

4
th
 Experiment 3300 

Records 

SIS (Demographics, Assignment Marks, 

Midterm Marks) 

LMS (Total hits, Assignment Submission, 

Assignment Feedback View) 

Spring-2020 

The performance of each model was evaluated using error estimation measures employing different 

machine learning algorithms.  

Performance Measures  

The performance of algorithms was measured by using three metrics i.e. R Square (R
2
), Percentage 

Absolute Difference (PAD) and Root Mean Square Error (RMSE), the formulas are given in equations 1, 

2 and 3 respectively.  
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RMSE = √
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Where 

                

                   

n = total number of records 

Results 

We employed eight (08) machine learning algorithms on the dataset. Four algorithms XGBoost, Decision 

Tree (DT), K- Nearest Neighbour (KNN) and Random Forest) were shortlisted on the basis of predictive 

performance. The dataset of each model was divided into 30% testing and 70% training ratio. The 

performance of Model 1 is shown in table 3 and figure 2.   

The results reveal that XGBoost showed the best performance for training data with an accuracy of 97 % 

(R2 = 0.97, RMSE = 2.93 and MAE value = 2.12). Its accuracy dropped to 83% (R2 = 0.83, RMSE = 

7.49 and MAE value = 5.84) for the testing data.  The performance of DT was better in view of closer 

accuracies of 89 % (R2 = 0.89, RMSE = 6.40 and MAE=4.96) for training and 85 % (R2 = 0.85, RMSE = 

6.95 and MAE=5.37) for validation. The performance of KNN and RF was almost equal for training data 

with 86.5 % (R2 = 0.865, RMSE = 7.11 and MAE = 4.90) and 86.2 % (R2 = 0.862, RMSE = 7.19 and 

MAE = 5.87) accuracies, respectively. The KNN dropped its performance for the testing data with an 

accuracy of 75 % (R2 = 0.75, RMSE = 9.07 and MAE = 6.13) as compared to RF which retained the 

accuracy up to 82 % (R2 = 0.82, RMSE = 7.67 and MAE = 6.20). 

Table 3:  R-Squared, RMSE and MAE for Training and Validation for Model – 1 using 3800 

Algorithms Input R-Squared RMSE MAE 

XGBoost Training  0.97 2.93 2.12 

Validation 0.83 7.49 5.84 

DT Training  0.89 6.40 4.96 

Validation 0.85 6.95 5.37 

KNN Training  0.865 7.11 4.90 

Validation 0.75 9.07 6.13 

RF Training  0.862 7.19 5.87 

Validation 0.82 7.67 6.20 
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Figure 2: Actual and Predicted Students’ Results 

 

The performance of Model 2 is shown in table 4 and figure 3. The XGBoost again showed best 

performance for training data with an accuracy of 97 % (R
2
 = 0.97, RMSE = 2.96 and MAE value = 

2.16). Its accuracy dropped to 83% (R
2
 = 0.83, RMSE = 7.38 and MAE value = 5.74) for the testing data. 

The performance of DT was again better in the view of closer accuracies of 89 % (R
2
 = 0.89, RMSE = 

6.42 and MAE=4.97) for training and 85 % (R
2
 = 0.85, RMSE = 6.98 and MAE=5.40) for validation. The 

performance of KNN and RF was almost equal for training data with 86 % (R
2
 = 0.86, RMSE = 7.09 and 

MAE = 4.87) and 86 % (R
2
 = 0.86, RMSE = 7.13 and MAE = 5.83) accuracies respectively. The KNN 

dropped its performance for the testing data with an accuracy of 75 % (R
2
 = 0.75, RMSE = 9.03 and MAE 

= 6.10) as compared to RF which retained the accuracy up to 82 % (R
2
 = 0.82, RMSE = 7.60 and MAE = 

6.16). 

Table 4: R-Squared, RMSE and MAE for Training and Validation for Model – 2 using 3800 Data Set 

Algorithms Input R-Squared RMSE MAE 

XGBoost Training  0.97 2.96 2.16 

Validation 0.83 7.38 5.76 

DT Training  0.89 6.42 4.97 

Validation 0.85 6.98 5.40 

KNN Training  0.86 7.09 4.87 

Validation 0.75 9.03 6.10 

RF Training  0.86 7.13 5.83 

Validation 0.82 7.60 6.16 

 

Figure 3: Actual and Predicted Students’ Results 
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The results of Model 3 are shown in table 5 and figure 4.  Overall, the XGBoost again showed the best 

performance for training data with an accuracy of 96 % (R
2
 = 0.96, RMSE = 3.30 and MAE value = 

2.36). Its accuracy dropped to 73% (R
2
 = 0.73, RMSE = 8.37 and MAE value = 6.64) for the testing data.  

The performance of DT was although better again in view of closer accuracies of 82 % (R
2
 = 0.82, RMSE 

= 6.96 and MAE = 5.52) for training and 74 % (R
2
 = 0.74, RMSE = 8.21 and MAE = 6.46) for validation 

yet lowered as compared to Models 1 &2. Similar analogy as of models 1 & 2 was found on the 

performances of KNN and RF, but overall the accuracy dropped for the validation. The KNN showed an 

accuracy 81 % (R
2
 = 0.81, RMSE = 7.28 and MAE = 5.39) for training which dropped to 65 % (R

2
 = 

0.65, RMSE = 9.61 and MAE = 6.78) for testing. The RF showed an accuracy of 79 % (R
2
 = 0.79, RMSE 

= 7.68 and MAE = 6.32) for testing which dropped to 65 % (R
2
 = 0.65, RMSE = 9.61 and MAE = 6.78) 

for testing. 

Table 5: R-Squared, RMSE and MAE for Training and Validation for Model – 3 using 3800 Data Set 

Algorithms Input R-Squared RMSE MAE 

XGBoost Training  0.96 3.30 2.36 

Validation 0.73 8.37 6.64 

DT Training  0.82 6.96 5.52 

Validation 0.74 8.21 6.46 

KNN Training  0.81 7.28 5.39 

Validation 0.65 9.61 6.78 

RF Training  0.79 7.68 6.32 

Validation 0.65 9.61 6.78 

 

Figure 4: Actual and Predicted Students’ Results 

 

The same trend as of Model 3 was continued in the results of Model 4 as shown in table 6 and figure 5. 

The XGBoost again showed best performance for training data with an accuracy of 96 %  (R
2
 = 0.96, 

RMSE = 3.11 and MAE value = 2.24). Its accuracy dropped to 73% (R
2
 = 0.73, RMSE = 8.41 and MAE 

value = 6.67) for the testing data. The performance of DT was although better again in view of closer 

accuracies of 82 % (R
2
 = 0.82, RMSE = 6.96 and MAE = 5.49) for training and 75 % (R

2
 = 0.75, RMSE = 

8.20 and MAE = 6.39) for validation yet lowered as compared to Models 1 & 2. The performance of 

KNN and RF was not found similar as compared to results of Models 1 & 2. The KNN showed an 

accuracy 81 % (R
2
 = 0.81, RMSE = 7.32 and MAE = 5.32) for training which dropped to 63 % (R

2
 = 

0.63, RMSE = 9.90 and MAE = 6.79) for testing. The RF showed an accuracy of 79 % (R
2
 = 0.79, RMSE 

= 7.71 and MAE = 6.33) for testing which dropped to 74 % (R
2
 = 0.74, RMSE = 8.36 and MAE = 6.82) 

for testing. 
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Table 6: R-Squared, RMSE and MAE for Training and Validation for Model – 4 using 3800 Dataset 

Algorithms Input R-Squared RMSE MAE 

XGBoost Training  0.96 3.11 2.24 

Validation 0.73 8.41 6.67 

DT Training  0.82 6.96 5.49 

Validation 0.75 8.20 6.39 

KNN Training  0.81 7.32 5.32 

Validation 0.63 9.90 6.79 

RF Training  0.79 7.71 6.33 

Validation 0.74 8.36 6.82 

 

Figure 5: Actual and Predicted Students’ Results 

 

The performance of the four algorithms, namely XGBoost, DT, RF and KNN were evaluated and 

compared. The results indicate that both XGBoost and DT performed competitively with similar results in 

testing. However, the DT algorithm demonstrated the best performance as it had the lowest accuracy 

difference between training and testing data. On the other hand, the XGBoost algorithm displayed the 

highest predictive performance in training data but its performance dropped in the testing data.  

Discussion 

The existing body of knowledge has shown the ability of machine learning algorithms to predict the 

performance of students and the same is also demonstrated by the current study. The researchers 

employed eight machine learning algorithms on a dataset comprising academic transactions from LMS 

and SIS. Based on performance, four algorithms i.e. DT, RF, KNN, and XGBoost were selected for 

further analysis. DT showed the highest performance, followed closely by XGBoost, with RF and KNN 

trailing behind. The findings are in accordance with the existing literature like prediction of features to 

improve the course design (Gupta & Sabitha, 2019), prediction of students’ achievements (Nuankaew et 

al., 2020), analysis of dropouts (Perchinunno et al., 2021), and identification of at-risk students (Gkontzis 

et al., 2022). Students’ attributes have been categorized based on demographics, behavioural interactions, 

and performance. Their importance has been demonstrated by various studies that have selected relevant 

attributes through feature selection and expert opinion.  

Developing countries are striving hard to improve academic standards and get their children and adults 

into educational systems. The investment in technology enabled learning (TEL) for developing smart and 

effective systems can help to overcome the infrastructure barrier and outreach education to remote parts. 

It may help the youth to acquire technical and digital skills that can increase the socio-economic capital 

and reduce the poverty. The development of smart systems needs a detailed analysis of students’ need and 
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their current state of learning which can be accomplished by establishing a field of inquiry and research 

using analytical and predictive models in localized settings as demonstrated in the current study. 

Conclusion 

This research has demonstrated the use of learning analytics and machine learning for predicting 

academic performance of students enrolled in an open and distance learning University of Pakistan. We 

extracted the best attribute subset of academic transactions from the platforms of LMS and SIS. We 

carried out four experiments with the objective to find the best correlation among the selected attributes 

with the highest accuracy achieved by the machine learning algorithms. We compared our results with the 

existing literature within the realms of regional studies, attribute selection, and studies conducted in the 

(ODL environment. Our findings contribute to the understanding of the use of AI and ML from both 

facilitation and hindrance perspectives in the context of teaching and learning. Our results validated the 

ability of machine learning algorithms for predicting performances of students on a localized dataset for 

sustainable education and enhancing the success ratio of students. The study concludes that SIS and LMS 

features used in this research has positive impact on students’ academic performances. It suggests 

replacing old traditional statistical methods with emerging trends of data analytics through machine 

learning. Any hinderance caused due to excessive use of technology may be converted into an opportunity 

through better planning and robust implementation strategies as demonstrated by the current study. The 

analysis may be extended to a larger dataset with more features and on more courses offered in distance 

learning mode to pave the way for sustainable learning.  
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